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Abstract 

Data preprocessing is a critical yet often underestimated component of Machine Learning (ML) regression pipelines. While prior studies have 

largely focused on algorithm selection and model architecture, the combined impact of feature scaling and categorical encoding strategies within 

end-to-end regression pipelines remains insufficiently explored. This study presents an empirical evaluation of how different preprocessing 

configurations influence regression model performance. Three regression algorithms, Linear Regression, Random Forest Regression, and 

Gradient Boosting Regression are evaluated in combination with multiple feature scaling methods (Min–Max, Standard, and Robust scaling) and 

categorical encoding techniques (One-Hot and Ordinal encoding). Experiments are conducted on a real-world car sales dataset comprising 50,000 

records, using a k-fold cross-validation framework to ensure robust performance estimation. Model performance is assessed primarily using mean 

R², supported by RMSE and MAE as error-based metrics. The results demonstrate that ensemble-based models, particularly Gradient Boosting 

and Random Forest, consistently outperform Linear Regression across all preprocessing configurations. Feature scaling shows limited influence 

on ensemble model performance, whereas categorical encoding plays a more significant role, with One-Hot Encoding yielding higher predictive 

accuracy and lower error dispersion than Ordinal Encoding. Overall, the findings highlight that model choice is the dominant determinant of 

regression performance, followed by encoding strategy, while scaling has a comparatively minor effect. This study provides empirical guidance 

for designing robust and effective ML regression pipelines and underscores the importance of evaluating preprocessing techniques in conjunction 

with model selection. 
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1. Introduction  

Data preprocessing plays a critical role in determining the performance of Machine Learning (ML) regression models 

across a wide range of application domains. Although much of the existing research emphasizes algorithm selection 

and model architecture, prior studies have consistently shown that preprocessing steps such as feature scaling, 

categorical encoding, missing value imputation, and normalization can substantially influence predictive accuracy and 

model reliability. In some cases, effective data cleaning and normalization have been reported to yield greater 

performance improvements than increasing dataset size alone [1]. Consequently, structured preprocessing pipelines 

have become an essential component of robust ML workflows, contributing not only to improved predictive outcomes 

but also to enhanced model stability across different experimental settings [2]. 

The importance of preprocessing is particularly evident in applied ML scenarios such as credit risk assessment and 

medical prediction systems, where inappropriate handling of feature scales or categorical variables can lead to biased 

or unreliable predictions. Empirical evidence suggests that techniques including feature scaling, normalization, and 

missing value treatment are directly associated with higher prediction accuracy in these domains [3], [4]. Moreover, 

recent studies emphasize that optimizing preprocessing requires systematic evaluation rather than ad hoc selection, as 

both quantitative performance metrics and qualitative robustness considerations are necessary to achieve reliable 

regression models [5]. 

 
*Corresponding author: Guevara Ananta Toer (guevaraanantatoer@gmail.com)   

DOI: https://doi.org/10.47738/ijiis.v9i1.293 

This is an open access article under the CC-BY license (https://creativecommons.org/licenses/by/4.0/). 

© Authors retain all copyrights 



International Journal of Informatics and Information Systems 

Vol. 9, No. 1, January 2026, pp. 242-256 

ISSN 2579-7069 

243 

 

 

 

Despite the acknowledged importance of preprocessing, the combined effects of feature scaling and encoding strategies 

within complete ML regression pipelines remain insufficiently explored. While individual preprocessing techniques 

have been examined in isolation, there is a notable lack of empirical studies that comprehensively evaluate their 

interactions with different regression algorithms. This gap limits the ability to identify preprocessing configurations 

that are optimally aligned with specific learning models and regression tasks. Prior research highlights the need for 

systematic investigations into preprocessing choices, demonstrating that scaling and encoding decisions can 

significantly alter model behavior and performance [5], [6]. Similarly, studies focusing on broader ML applications 

underscore the necessity of mitigating nonsystematic data flaws through careful preprocessing, even when 

preprocessing is not the primary research focus [7]. 

Recent empirical works further support the argument that comprehensive preprocessing and feature engineering 

pipelines incorporating normalization, outlier handling, and encoding strategies can lead to substantial improvements 

in predictive performance across multiple ML models [8]. However, the literature also acknowledges a lack of 

comparative evaluations that systematically assess preprocessing strategies across different regression algorithms, 

underscoring the need for empirical benchmarking studies to guide best practices [8]. The absence of such evidence 

hampers the development of transparent and reproducible ML regression pipelines. 

Motivated by these limitations, this study aims to empirically evaluate the impact of feature scaling and encoding 

strategies on the performance of ML regression models. Specifically, the research focuses on assessing how different 

preprocessing configurations influence regression accuracy, comparing multiple learning algorithms under diverse 

preprocessing pipelines, and identifying high-performing pipeline combinations based on mean R² scores. By 

addressing these objectives, this study seeks to contribute empirical insights into the interaction between preprocessing 

techniques and regression models, thereby supporting the development of more effective and systematic ML regression 

workflows. 

2. Literature Review 

2.1. Machine Learning Regression Models and Evaluation Metrics 

Machine learning regression techniques play a fundamental role in modeling relationships between predictor variables 

and continuous target outcomes across diverse application domains. These techniques range from traditional statistical 

models to advanced ensemble and deep learning approaches, each offering distinct advantages and limitations 

depending on data characteristics and problem complexity. Classical regression methods, such as linear and polynomial 

regression, remain widely used due to their interpretability and computational efficiency, making them particularly 

suitable for preliminary analyses and structured datasets [2]. 

Beyond traditional models, tree-based regression approaches including decision trees, random forests, and gradient 

boosting algorithms have gained prominence for their ability to capture nonlinear relationships and mitigate overfitting 

through ensemble learning mechanisms. These models have demonstrated strong predictive performance in complex 

regression tasks by aggregating multiple weak learners into robust predictive systems [9]. In parallel, deep learning–

based regression models, such as Deep Neural Networks (DNNs), have shown exceptional capability in learning 

complex, high-dimensional feature representations. While DNNs offer superior adaptability and performance in large-

scale datasets, their high computational requirements and limited interpretability pose challenges in certain real-world 

applications [10]. 

Recent studies have also explored hybrid modeling approaches that integrate multiple learning architectures to leverage 

complementary strengths. For example, combinations of Convolutional Neural Networks (CNNs) and Long Short-

Term Memory (LSTM) networks have demonstrated improved performance in sequence-based and temporal prediction 

tasks by capturing both spatial and temporal dependencies within data [11]. These developments highlight the growing 

diversity of regression modeling strategies and reinforce the importance of selecting models that align with both data 

properties and application requirements. 

Evaluating the performance of regression models is essential to ensure reliable and meaningful predictions. Commonly 

used evaluation metrics include the coefficient of determination (R²), which measures the proportion of variance 
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explained by the model, as well as error-based metrics such as Root Mean Square Error (RMSE) and Mean Absolute 

Error (MAE), which quantify prediction accuracy from different perspectives. Prior research emphasizes that 

comparative analysis across models and preprocessing configurations is critical, as significant performance variations 

can arise depending on the techniques applied to specific algorithms [9], [12]. Collectively, this body of literature 

underscores the necessity of systematic and comprehensive evaluations of regression models, particularly when 

integrated with preprocessing strategies, to establish robust best practices in machine learning workflows. 

2.2. Feature Scaling Techniques and Their Impact on Model Learning Dynamics 

Feature scaling is a critical preprocessing step in ML that significantly influences model performance, learning stability, 

and convergence behavior. By ensuring that features contribute proportionally during training, scaling techniques help 

mitigate biases caused by differing feature ranges and support more reliable optimization processes. Proper scaling has 

been shown to improve predictive accuracy and reduce training instability across various regression models [1]. 

Several scaling techniques are commonly employed in ML pipelines. Min–max scaling rescales features to a fixed 

range and is computationally efficient but remains highly sensitive to outliers, which can compress the data distribution 

and negatively affect performance [13]. Standardization (z-score normalization) transforms features to have zero mean 

and unit variance, making it particularly effective for algorithms that assume normally distributed inputs, such as linear 

and logistic regression, and has been reported to enhance model interpretability. Robust scaling, which relies on median 

and interquartile range statistics, provides increased resilience to outliers and skewed distributions [14], while 

normalization techniques such as L2 normalization are especially beneficial for distance-based algorithms, including 

k-nearest neighbors [15]. Additionally, log transformation is frequently applied to stabilize variance in exponentially 

distributed features, improving learning dynamics in regression models [16]. 

Empirical studies consistently demonstrate that the choice of scaling method can lead to substantial differences in 

model performance and training efficiency. Advanced scaling approaches, such as standard normal variate and 

multivariate scattering correction, have shown notable performance gains in domain-specific applications like spectral 

data analysis [7]. Moreover, models employing appropriate scaling strategies particularly robust scaling and 

normalization tend to achieve higher accuracy, faster convergence, and lower error rates, especially in gradient-based 

learning algorithms such as neural networks [17], [18]. Collectively, these findings highlight the importance of 

systematically selecting feature scaling techniques to optimize learning dynamics and enhance regression model 

robustness. 

2.3. Categorical Feature Encoding Strategies in Machine Learning Regression 

Categorical feature encoding is a fundamental preprocessing step in machine learning regression tasks, as it enables 

the transformation of non-numerical attributes into representations suitable for model learning. The choice of encoding 

technique depends on factors such as the nature of categorical variables, their cardinality, and the target regression 

algorithm. Inappropriate encoding can introduce bias, inflate feature dimensionality, or distort relationships between 

variables, thereby directly affecting predictive performance and model interpretability. 

Several encoding techniques have been widely adopted in regression modeling. One-hot encoding converts categorical 

variables into binary indicator vectors and is commonly used due to its simplicity and interpretability, particularly in 

linear regression models; however, it can lead to the curse of dimensionality when applied to high-cardinality features 

[19]. Label encoding assigns integer values to categories and is suitable for ordinal variables but may introduce 

misleading ordinal relationships when used with nominal data [20]. More advanced approaches, such as target encoding 

and leave-one-out encoding, replace categories with statistics derived from the target variable, allowing models to 

capture richer relationships while mitigating dimensionality issues. Empirical evidence suggests that regularized target 

encoding often outperforms traditional one-hot encoding, especially in supervised learning settings with high-

cardinality features [21]. Count encoding offers a compact alternative by representing categories through their 

frequency, although it may not always preserve sufficient predictive information [22]. 

Empirical studies consistently demonstrate that encoding choices significantly influence regression model 

performance. Research by Cerda and Varoquaux [23] shows that high-cardinality categorical variables can reduce the 

effectiveness of one-hot encoding, supporting the use of alternative encoders that better preserve category structure. 
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Similarly, Pargent et al. [21] report superior predictive performance when using regularized target encoding. In applied 

contexts, one-hot encoding has been shown to enhance robustness and accuracy in hybrid regression models for 

renewable energy prediction [24] and player salary estimation using traditional regression techniques [25]. 

Collectively, these findings highlight that selecting appropriate categorical encoding strategies is crucial for balancing 

model complexity, interpretability, and predictive accuracy in regression-based machine learning pipelines. 

2.4. The Role of Preprocessing Pipelines in Machine Learning Performance Optimization 

Preprocessing pipelines play a fundamental role in optimizing ML model performance by ensuring data quality, 

consistency, and suitability for learning algorithms. Prior studies consistently demonstrate that rigorous preprocessing 

is not merely a preparatory step but a core determinant of model interpretability, robustness, and generalization 

capability. Systematic preprocessing significantly enhances regression model reliability, particularly when models are 

evaluated on unseen data. Similarly, Emi-Johnson and Nkrumah [25] show that standardized preprocessing pipelines, 

combined with appropriate hyperparameter tuning, substantially improve predictive performance in healthcare-related 

regression tasks, such as hospital readmission prediction. 

Several empirical studies further highlight the benefits of comparing preprocessing techniques across different 

application domains. Zhang [26] investigates spectral preprocessing and data augmentation strategies in hyperspectral 

imaging, demonstrating that specific preprocessing configurations can markedly improve predictive accuracy. In a 

financial context, Jiang [27] conducts a comparative evaluation of multiple machine learning models for loan default 

prediction, revealing that preprocessing steps such as feature scaling and one-hot encoding contribute significantly to 

model robustness and accuracy. These findings reinforce the importance of tailoring preprocessing strategies to both 

data characteristics and modeling objectives. 

The importance of comprehensive pipeline evaluation is further supported by studies focusing on model robustness 

across diverse algorithms. Aranha et al. [28] conduct a systematic analysis of preprocessing and hyperparameter 

selection in pavement performance prediction, reporting substantial variations in R² and MSE metrics depending on 

the preprocessing configuration. Likewise, Meena and Velmurugan [29] demonstrate that carefully designed 

preprocessing pipelines lead to notable performance improvements in facial expression recognition tasks. Collectively, 

these studies confirm that systematic preprocessing pipeline design is essential for uncovering complex interactions 

between data preparation and learning algorithms, ultimately leading to more reliable and high-performing machine 

learning models. 

2.5. Research Gap in Integrated Preprocessing and Regression Pipelines 

The integration of preprocessing techniques such as feature scaling, categorical encoding, and model selection plays a 

crucial role in determining the overall performance of ML pipelines. Despite this importance, existing literature reveals 

a notable research gap in empirical studies that systematically evaluate how these components interact within a unified 

regression pipeline. Most prior works tend to investigate preprocessing techniques or model performance in isolation, 

thereby limiting the understanding of their combined effects on predictive accuracy and robustness. 

Several studies have implicitly highlighted this gap. Yasodha [5] discusses the wide range of available preprocessing 

methods and emphasizes the lack of comprehensive comparative evaluations that assess their effectiveness across 

different learning algorithms. This observation underscores the need for empirical investigations that evaluate various 

combinations of scalers and encoders alongside regression models to identify optimal preprocessing strategies. 

Similarly, Samaan and Jeiad [30], in their work on multi-view learning for online traffic classification, focus primarily 

on model architecture and performance. While preprocessing is not their main emphasis, their findings implicitly 

suggest that preprocessing choices can significantly influence scalability and classification accuracy, pointing to the 

importance of evaluating complete ML pipelines holistically. 

Further evidence of this limitation is found in the work of Maher and Yousif [31], who propose an automated pipeline 

for COVID-19 diagnosis. Although their framework addresses model optimization, it does not explicitly analyze the 

interactions between feature scaling, encoding strategies, and different learning models. This omission highlights the 

need for studies that explicitly examine how preprocessing decisions influence model behavior within end-to-end 

pipelines. In a related context, Guillem et al. [32] demonstrate that preprocessing steps such as imputation and scaling 
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are essential for improving performance in semi-supervised learning scenarios. Their findings reinforce the significance 

of understanding preprocessing–model interactions, even though their study does not focus specifically on regression 

pipeline benchmarking. 

Moreover, Grafberger et al. [33] emphasize the vulnerability of ML pipelines to input variability, revealing how 

insufficient or poorly integrated preprocessing can degrade model stability and performance. Their work stresses the 

importance of designing robust and integrated preprocessing workflows to enhance the resilience of machine learning 

systems. Collectively, these studies suggest that while the importance of preprocessing is widely acknowledged, 

systematic empirical evaluations of combined scaler–encoder–model pipelines remain limited. 

In summary, the lack of empirical studies examining the synergistic effects of feature scaling, encoding strategies, and 

regression models represents a substantial research gap. Addressing this gap through comprehensive pipeline-based 

evaluations can contribute to the development of more robust, transparent, and high-performing ML workflows, 

ultimately improving predictive performance across diverse application domains. 

3. Methodology  

3.1. Dataset Description 

The dataset used in this study consists of 50,000 car sales records, compiled to support regression-based machine 

learning experiments for price prediction. Each record represents an individual vehicle and includes both numerical 

and categorical attributes that describe technical specifications, usage characteristics, and manufacturing details. The 

target variable for the regression task is vehicle price, expressed as a continuous numerical value. 

The dataset contains a total of seven features, comprising four numerical attributes and three categorical attributes. The 

numerical features include engine size, year of manufacture, mileage, and price, where price serves as the dependent 

variable. The categorical features consist of manufacturer, model, and fuel type, which capture brand-related and fuel 

characteristics of each vehicle. This combination of heterogeneous feature types makes the dataset well suited for 

evaluating the impact of feature scaling and categorical encoding strategies within regression pipelines. 

Preliminary data analysis indicates that the dataset is complete, with no missing values across all attributes. Numerical 

features exhibit varying scales and distributions for example, mileage spans a wide numeric range, while engine size 

is comparatively compact highlighting the necessity of appropriate feature scaling. Similarly, categorical features such 

as manufacturer and model present varying cardinalities, motivating the use of different encoding techniques. Prior to 

model training, initial preprocessing steps include feature type identification, separation of numerical and categorical 

variables, and preparation for scaling and encoding within unified machine learning pipelines. These steps ensure that 

subsequent experiments accurately assess the influence of preprocessing strategies on regression model performance. 

3.2. Machine Learning Models 

This study employs three widely used regression algorithms to evaluate the impact of preprocessing strategies on model 

performance: Linear Regression, Random Forest Regression, and Gradient Boosting Regression. These models were 

selected to represent different learning paradigms, ranging from simple parametric models to advanced ensemble-based 

approaches. 

Linear Regression serves as a baseline model due to its simplicity, interpretability, and strong theoretical foundation. 

It assumes a linear relationship between input features and the target variable, making it highly sensitive to feature 

scaling and encoding strategies. As a result, Linear Regression is well suited for assessing how preprocessing choices 

influence model stability and predictive accuracy. 

Random Forest Regression is an ensemble learning method that constructs multiple decision trees using bootstrap 

sampling and feature randomness. By aggregating predictions from multiple trees, Random Forest models are robust 

to overfitting and capable of capturing nonlinear relationships. Although tree-based models are generally less sensitive 

to feature scaling, their performance can still be affected by categorical encoding strategies and feature representations. 
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Gradient Boosting Regression is another ensemble-based technique that builds models sequentially, where each new 

model corrects the errors of the previous ones. This approach enables Gradient Boosting to achieve high predictive 

accuracy, particularly in complex regression tasks. However, due to its iterative optimization process, Gradient 

Boosting models can be influenced by preprocessing decisions, especially when handling heterogeneous feature scales 

and encoded categorical variables. 

Together, these models provide a comprehensive basis for evaluating the interaction between preprocessing techniques 

and regression performance across different machine learning paradigms. 

3.3. Feature Scaling and Encoding Techniques 

To systematically evaluate the impact of preprocessing strategies on regression model performance, this study applies 

multiple feature scaling and categorical encoding techniques within unified machine learning pipelines. These 

techniques are selected to represent commonly used preprocessing methods for numerical and categorical features in 

regression tasks. 

For numerical features, three feature scaling methods are employed. Min–Max Scaling rescales feature values into a 

fixed range, typically between 0 and 1, preserving the relative relationships among data points while being sensitive to 

outliers. Standard Scaling, also known as z-score normalization, transforms features to have zero mean and unit 

variance, making it particularly suitable for models that assume normally distributed inputs, such as linear regression. 

Robust Scaling utilizes the median and interquartile range, providing increased resistance to the influence of outliers 

and skewed distributions, thereby improving stability in datasets with extreme values. 

For categorical features, two encoding techniques are considered. One-Hot Encoding converts categorical variables 

into binary indicator vectors, enabling their direct use in regression models but potentially increasing feature 

dimensionality, especially for high-cardinality attributes. Ordinal Encoding assigns integer values to categorical 

variables, resulting in compact feature representations; however, this approach may introduce artificial ordinal 

relationships for nominal categories. By evaluating these encoding techniques in combination with different scaling 

methods and regression models, this study aims to analyze how preprocessing configurations influence overall pipeline 

performance. 

3.4. Pipeline Design 

This study adopts an end-to-end pipeline-based approach to ensure that data preprocessing and model training are 

performed in a unified and reproducible manner. Each regression pipeline integrates feature scaling for numerical 

attributes, categorical encoding for non-numerical features, and a regression model within a single workflow. This 

design prevents data leakage during model evaluation and enables fair comparison across different preprocessing 

configurations. 

The pipeline construction follows a modular strategy in which numerical and categorical features are processed 

separately using appropriate transformers. Numerical features are scaled using one of the selected scaling methods, 

while categorical features are encoded using either one-hot or ordinal encoding. The transformed features are then 

combined and passed to the regression model for training and prediction. To comprehensively assess preprocessing–

model interactions, all possible combinations of regression models, scaling techniques, and encoding methods are 

evaluated. This systematic combination strategy allows for an empirical comparison of model–scaler–encoder 

configurations and facilitates the identification of high-performing regression pipelines based on evaluation metrics. 

3.5. Experimental Setup 

To ensure a robust and unbiased evaluation of regression pipeline performance, this study employs a k-fold cross-

validation strategy. The dataset is partitioned into k equally sized folds, where each fold is used once as a validation 

set while the remaining folds serve as the training set. Performance metrics are averaged across all folds to obtain stable 

and reliable estimates, reducing the risk of overfitting and variance caused by a single train–test split. 

A comprehensive set of pipeline configurations is evaluated by systematically combining regression models, feature 

scaling methods, and categorical encoding techniques. Specifically, each regression algorithm is tested with all possible 

combinations of scalers and encoders, resulting in multiple end-to-end pipelines. This exhaustive combination strategy 
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enables a fair comparison of preprocessing–model interactions and supports the identification of high-performing 

configurations based on mean R² scores obtained from cross-validation. 

All experiments are implemented using the Python programming language, leveraging widely adopted machine 

learning libraries such as scikit-learn for model construction, preprocessing, and evaluation. The experiments are 

conducted on a standard computational environment to ensure reproducibility, with consistent random seeds applied 

across all pipeline evaluations. This setup facilitates transparent comparison across models and preprocessing strategies 

while maintaining computational efficiency 

3.6. Evaluation Metrics 

The primary evaluation metric used in this study is the mean R² score, which measures the proportion of variance in 

the target variable explained by the regression model. R² is widely adopted in regression analysis due to its 

interpretability and effectiveness in comparing predictive performance across different models and preprocessing 

configurations. A higher R² value indicates better model fit and stronger predictive capability. 

To obtain reliable performance estimates, R² scores are computed for each fold during the k-fold cross-validation 

process and subsequently averaged to produce the mean R² score for each pipeline configuration. This aggregation 

across folds reduces the influence of data partitioning variability and provides a robust assessment of model 

performance under different preprocessing strategies. 

Top-performing regression pipelines are identified based on their mean R² scores. Pipelines are ranked in descending 

order, and the highest-ranking configurations are selected for further analysis and discussion. This selection criterion 

enables a clear comparison of preprocessing–model combinations and facilitates the identification of effective pipeline 

designs that consistently achieve superior regression performance. 

4. Results and Discussion 

4.1. Performance of Top Regression Pipelines 

The performance ranking of the top regression pipelines is presented in Figure 1, which shows the Top-10 pipelines 

based on mean R² scores obtained from cross-validation. The results indicate that pipelines built on Gradient Boosting 

and Random Forest consistently dominate the top rankings, achieving mean R² values close to unity. In contrast, 

pipelines involving Linear Regression do not appear among the top-performing configurations, highlighting a 

substantial performance gap between linear and ensemble-based models. 

Across the top-ranked pipelines, variations in feature scaling (Min–Max, Standard, Robust) and encoding strategies 

(One-Hot and Ordinal) result in only marginal differences in mean R². This suggests that for high-capacity ensemble 

models, preprocessing choices influence performance stability rather than absolute performance gains. The narrow 

spread of R² values among the top pipelines further indicates high consistency across preprocessing configurations, 

particularly for Gradient Boosting–based pipelines, which repeatedly achieve near-optimal performance regardless of 

the scaler–encoder combination. 

 

Figure 1. Top-10 Pipelines by Mean R2 
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4.2. Model-wise Performance Comparison 

A detailed comparison of regression model performance under different preprocessing strategies is presented through 

a series of visual analyses, including bar charts, heatmaps, and distribution plots. These figures collectively illustrate 

how regression models respond to variations in feature scaling and categorical encoding, providing insights into both 

average performance and performance stability. 

Figure 2 presents an R² heatmap illustrating the interaction between regression models and combinations of feature 

scaling and encoding techniques. Gradient Boosting consistently achieves the highest mean R² values across all scaler–

encoder combinations, indicating strong robustness to preprocessing variations. Random Forest exhibits similarly high 

performance, with marginal sensitivity to encoding choice. In contrast, Linear Regression shows substantially lower 

R² values and pronounced variability across preprocessing configurations, confirming that linear models are highly 

dependent on appropriate feature representation. 

 

Figure 2. R2 Heatmap 

To further quantify the influence of scaling techniques, Figure 3 reports the average R² values aggregated by scaler 

type. The results indicate that Min–Max, Standard, and Robust scaling yield nearly identical average R² scores when 

evaluated across all models. This suggests that feature scaling alone does not significantly differentiate overall 

regression performance, particularly when ensemble models dominate the evaluation. The overlapping error bars 

further confirm the absence of statistically meaningful differences among scaling methods. 

 

Figure 3. Average R2 by Scaler 
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The impact of categorical encoding strategies is highlighted in Figure 4, which shows average R² values grouped by 

encoder type. One-Hot Encoding achieves a slightly higher mean R² compared to Ordinal Encoding, with reduced 

variability. This trend suggests that preserving categorical independence through binary encoding is generally more 

beneficial for regression tasks, especially when linear relationships are present or when categorical features lack 

inherent ordering. 

 

Figure 4. Average R2 by Encoder 

Model-level performance differences are clearly illustrated in Figure 5, which compares average R² values across 

regression models. Gradient Boosting emerges as the top-performing model, followed closely by Random Forest, while 

Linear Regression lags significantly behind. The narrow confidence intervals for ensemble models indicate consistent 

performance across preprocessing configurations, whereas the wider interval for Linear Regression reflects its 

sensitivity to feature scaling and encoding choices. 

 

Figure 3. Average R2 by Model 

Distributional analyses provide further insight into performance stability. Figure 6, which presents the distribution of 

mean R² values by scaler, shows highly similar distributions across Min–Max, Standard, and Robust scaling. This 

reinforces the conclusion that scaling choice has limited influence on predictive performance for the evaluated 

regression pipelines. In contrast, Figure 7 reveals greater dispersion in R² values when grouped by encoder type, 

particularly for Ordinal Encoding. This indicates that encoding strategies contribute more substantially to performance 

variability than scaling methods. 
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Figure 6. Distribution of R2_Mean by Scaler 

 

Figure 7. Distribution of R2_Mean by Encoder 

Error-based performance metrics further support these findings. Figure 8 displays the distribution of RMSE values 

across different scalers, showing minimal differences in median and interquartile ranges, which confirms that scaling 

has a limited effect on absolute prediction error. However, Figure 9 demonstrates that pipelines using Ordinal Encoding 

tend to produce higher RMSE values compared to those using One-Hot Encoding, indicating less accurate predictions 

on average. This pattern is also reflected in Figure 10, which presents the distribution of MAE values by encoder. One-

Hot Encoding consistently results in lower MAE values, highlighting its effectiveness in reducing absolute prediction 

errors across regression models. 

 

Figure 8. Distribution of RMSE_Mean by Scaler 
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Figure 9. Distribution of RMSE_Mean by Encoder 

 

Figure 10. Distribution of MAE_Mean by Encoder 

Collectively, these figures demonstrate that model choice is the primary determinant of regression performance, 

followed by categorical encoding strategy, while feature scaling plays a comparatively minor role. Ensemble-based 

models not only achieve higher predictive accuracy but also exhibit greater robustness to preprocessing variations. 

These findings emphasize the importance of evaluating preprocessing techniques in conjunction with model selection 

rather than in isolation. 

4.3. Summary of Key Findings 

Overall, the results identify ensemble-based models (Gradient Boosting and Random Forest) as the dominant regression 

approaches, consistently achieving superior predictive performance across all preprocessing configurations. Feature 

scaling methods exhibit limited influence on ensemble model performance, indicating robustness to numerical feature 

distributions. In contrast, categorical encoding strategies play a more critical role, with One-Hot Encoding yielding 

better average performance and lower error dispersion than Ordinal Encoding, particularly for Linear Regression. 

The results also reveal strong model sensitivity differences: Linear Regression is highly dependent on preprocessing 

choices, while ensemble models demonstrate resilience to both scaling and encoding variations. These observations 

emphasize the importance of aligning preprocessing strategies with model characteristics rather than applying uniform 

preprocessing heuristics. 
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Table 1. Summary of Best-Performing Regression Pipelines 

Rank Model Scaler Encoder Mean R² RMSE (Mean) MAE (Mean) 

1 Gradient Boosting Min–Max One-Hot ≈ 0.99 Low Low 

2 Gradient Boosting Standard One-Hot ≈ 0.99 Low Low 

3 Gradient Boosting Robust One-Hot ≈ 0.99 Low Low 

4 Random Forest Standard One-Hot ≈ 0.98 Moderate–Low Moderate–Low 

5 Random Forest Min–Max One-Hot ≈ 0.98 Moderate–Low Moderate–Low 

6 Random Forest Robust One-Hot ≈ 0.98 Moderate–Low Moderate–Low 

7 Gradient Boosting Standard Ordinal ≈ 0.98 Moderate Moderate 

8 Random Forest Standard Ordinal ≈ 0.97 Moderate Moderate 

9 Gradient Boosting Robust Ordinal ≈ 0.97 Moderate Moderate 

10 Random Forest Min–Max Ordinal ≈ 0.97 Moderate Moderate 
Note: Mean R² values are obtained from k-fold cross-validation. RMSE and MAE are reported as mean values across folds. “Low” 

and “Moderate” error levels are interpreted relative to the distributions shown in Figures 8–10. 

Table 1 summarizes the best-performing regression pipelines identified in this study, consolidating predictive 

performance across R², RMSE, and MAE metrics. Consistent with the ranking shown in Figure 1, Gradient Boosting 

combined with One-Hot Encoding dominates the top positions, achieving near-optimal Mean R² values with the lowest 

error metrics. These pipelines demonstrate strong predictive accuracy and stability across different scaling strategies, 

confirming the robustness of Gradient Boosting models to feature scaling variations. 

Random Forest–based pipelines also perform competitively, particularly when paired with One-Hot Encoding, 

although they exhibit slightly higher RMSE and MAE values compared to Gradient Boosting. Pipelines employing 

Ordinal Encoding consistently rank lower, regardless of the regression model, which aligns with the error distributions 

observed in Figures 9 and 10, where Ordinal Encoding yields higher RMSE and MAE values. Notably, Linear 

Regression pipelines do not appear in the top-ranked configurations, reinforcing the findings in Figure 5 that linear 

models are less competitive under the evaluated preprocessing strategies. 

Overall, the summary table confirms that model choice is the dominant factor influencing regression performance, 

followed by categorical encoding strategy, while feature scaling plays a comparatively minor role. These findings 

provide clear empirical guidance for selecting robust and high-performing regression pipelines in practical machine 

learning applications. 

4.4. Discussion 

The experimental findings align closely with existing literature emphasizing the robustness of ensemble-based 

regression models and their reduced sensitivity to feature scaling. The consistently high R² values observed for Gradient 

Boosting and Random Forest corroborate prior studies that highlight their ability to capture nonlinear feature 

interactions and mitigate scale-related biases through tree-based splitting mechanisms. The limited impact of scaler 

choice observed in Figures 3 and 6 further supports the notion that tree-based models inherently normalize feature 

importance during training. 

In contrast, the pronounced sensitivity of Linear Regression to preprocessing strategies, as observed in Figures 2, 5, 

and 7, is consistent with theoretical expectations. Linear models assume linear relationships and equal feature 

contribution, making them particularly vulnerable to inappropriate scaling and encoding. The superior performance of 

One-Hot Encoding over Ordinal Encoding, especially in reducing RMSE and MAE (Figures 9 and 10), reinforces prior 

findings that artificial ordinal relationships can negatively affect regression accuracy. 

From a practical perspective, these results suggest that robust regression pipelines should prioritize model selection 

over excessive tuning of scaling methods, particularly when ensemble models are employed. However, careful 

consideration of categorical encoding remains essential, especially in datasets with mixed feature types. For 

practitioners, this implies that One-Hot Encoding combined with ensemble regressors offers a reliable and high-

performing baseline for regression tasks. 

Despite these contributions, several limitations should be acknowledged. First, the study evaluates a fixed set of models, 

scalers, and encoders; alternative preprocessing methods such as target encoding or nonlinear transformations were not 

explored. Second, the experiments are conducted on a single dataset, which may limit generalizability across domains 
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with different feature distributions or cardinalities. Finally, hyperparameter optimization was not the primary focus of 

this study and may further influence relative pipeline performance. 

In summary, this work demonstrates that while feature scaling has a limited effect on ensemble regressors, the 

interaction between encoding strategies and model choice plays a decisive role in regression performance. These 

findings provide empirical guidance for designing robust and efficient machine learning regression pipelines. 

5. Conclusion 

This study empirically investigated the impact of feature scaling and categorical encoding strategies on machine 

learning regression pipelines by systematically evaluating multiple preprocessing–model combinations. The results 

consistently show that ensemble-based models, namely Gradient Boosting and Random Forest, achieve superior 

predictive performance compared to Linear Regression across all evaluated configurations. These models demonstrate 

strong robustness to variations in feature scaling, indicating that numerical feature normalization plays a limited role 

once tree-based ensemble learners are employed. 

In contrast, categorical encoding strategies exert a more pronounced influence on regression performance. One-Hot 

Encoding consistently yields higher mean R² values and lower RMSE and MAE compared to Ordinal Encoding, 

particularly for models sensitive to feature representation such as Linear Regression. These findings confirm that 

inappropriate encoding can introduce structural bias and degrade predictive accuracy, even when advanced learning 

algorithms are used. Consequently, encoding strategy selection should be treated as a critical design decision in 

regression pipelines. 

Despite its contributions, this study has several limitations. The evaluation is conducted on a single dataset and focuses 

on a limited set of preprocessing techniques and regression models. Future research may extend this work by 

incorporating additional datasets from different domains, exploring advanced encoding methods such as target 

encoding, and integrating hyperparameter optimization to further examine preprocessing–model interactions. 

Nevertheless, this study provides practical and empirical insights that can support the development of robust, 

transparent, and high-performing machine learning regression pipelines. 
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