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Abstract

Sales forecasting is a critical component of operational and strategic decision-making in retail and coffee businesses, where demand exhibits
strong temporal variability and product-level heterogeneity. Accurate hourly-level forecasts enable effective inventory management, workforce
scheduling, and data-driven promotional strategies. However, existing studies predominantly rely on aggregated sales data and provide limited
comparative analyses between traditional statistical models and machine learning approaches using real transaction-level data. This study
addresses this gap by conducting an empirical comparison between a traditional ARIMA model and ensemble machine learning models, namely
Random Forest and XGBoost, for hourly coffee sales forecasting. The analysis is based on a real-world dataset comprising 3,547 transaction
records enriched with temporal and product-related features. Model performance was evaluated using Root Mean Squared Error (RMSE), Mean
Absolute Error (MAE), and the coefficient of determination (R?). The results demonstrate that machine learning models significantly outperform
the ARIMA baseline, with XGBoost achieving the best performance and explaining approximately 83% of the variance in sales data, while
ARIMA shows limited explanatory power due to its inability to capture non-linear and highly volatile demand patterns. Feature importance
analysis further reveals that product-specific attributes are the dominant drivers of sales predictions, complemented by seasonal and intra-day
temporal effects. These findings provide both scientific and practical contributions by offering empirical evidence on the superiority of machine
learning models for granular sales forecasting and supporting data-driven decision-making in coffee retail analytics.
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1. Introduction

Sales forecasting plays a critical role in operational and strategic decision-making within the retail and food service
industries. Accurate sales predictions enable organizations to optimize inventory management, balance workforce
allocation, and improve logistics planning, thereby enhancing operational efficiency and customer satisfaction [1], [2].
Advanced forecasting techniques reduce uncertainty and provide actionable insights that support warehouse capacity
management and transportation planning, ultimately strengthening overall supply chain performance [2]. Furthermore,
precise sales forecasts inform marketing, financial planning, and supply chain strategies, enabling businesses to respond
more effectively to fluctuating consumer demand and dynamic market conditions [3].

In retail contexts such as grocery, e-commerce, and food services, sales forecasting is essential for minimizing costs
associated with overstocking and stockouts while ensuring efficient resource allocation [3]. Recent studies highlight
that the adoption of machine learning and big data analytics significantly improves forecasting accuracy, providing
retailers with a competitive advantage in increasingly data-driven markets [1], [4], sales forecasting has become a
fundamental component of modern retail analytics, supporting both short-term operational decisions and long-term
strategic planning.

Despite these advances, Small and Medium-Sized Enterprises (SMEs), particularly coffee businesses, often rely on
intuition-based forecasting and historical heuristics rather than analytical models. Such traditional approaches are prone
to substantial inaccuracies, as they fail to adequately capture complex demand patterns and rapidly changing consumer
behaviors [5], [6]. As a result, SMEs frequently face challenges such as excess inventory, stockouts, and missed sales
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opportunities, which can undermine profitability and operational stability. These limitations are further exacerbated by
constrained resources and limited access to advanced data analytics capabilities, placing SMEs at a disadvantage
compared to larger organizations that leverage sophisticated forecasting technologies [6].

Advances in time series analysis and machine learning have substantially transformed sales forecasting methodologies.
Traditional statistical models, such as Autoregressive Integrated Moving Average (ARIMA) and exponential
smoothing, remain widely used due to their interpretability and robustness. However, they are increasingly
complemented or replaced by machine learning models capable of capturing non-linear relationships and complex
interactions in sales data [7]. Recent studies demonstrate that hybrid approaches integrating statistical and machine
learning techniques can further enhance forecasting accuracy by leveraging the strengths of both paradigms [8].

Moreover, deep learning architectures, including Long Short-Term Memory (LSTM) networks and Temporal Fusion
Transformers, have shown promise in modeling temporal dependencies and high-dimensional datasets [7], [8]. These
models enable more nuanced demand forecasting by incorporating multiple exogenous factors, such as seasonality,
promotions, and consumer behavior patterns [9]. Complementary preprocessing techniques, such as Variational Mode
Decomposition, have also been introduced to mitigate noise and enhance prediction quality, further improving
forecasting performance [10]. Collectively, these developments underscore a paradigm shift toward data-driven and
intelligent forecasting frameworks in retail analytics.

Nevertheless, a significant research gap remains in the sales forecasting literature. Most existing studies rely on daily
or aggregated sales data, overlooking the richer insights offered by hourly transaction-level data. Granular temporal
data can reveal intra-day consumption patterns and short-term demand fluctuations that are critical for operational
decision-making, particularly in coffee retail settings. While Hapsani [11] explored hourly sales forecasting using
Seasonal ARIMA and linear regression, comprehensive investigations employing advanced machine learning models
with such granular data remain limited. Furthermore, rigorous comparative analyses between traditional statistical time
series models and machine learning regressors are scarce. Several studies focus on related but distinct aspects of sales
analytics without directly evaluating the relative strengths and weaknesses of these approaches in forecasting contexts
[12], [13].

To address these gaps, this study aims to investigate sales forecasting in small and medium-sized coffee businesses
using hourly transaction-level data and to conduct a systematic comparison between traditional statistical time series
models and modern machine learning regressors. Specifically, the objectives of this research are threefold: (1) to
examine the impact of hourly data granularity on forecasting accuracy, (2) to compare the predictive performance of
statistical models (e.g., ARIMA and SARIMA) with machine learning approaches (e.g., Random Forest and LSTM)),
and (3) to assess the influence of external factors, such as promotional activities and weather conditions, on forecasting
accuracy across different modeling paradigms.

The contributions of this study are fourfold. First, it proposes an enhanced forecasting framework that leverages hourly
transaction-level data to capture fine-grained temporal demand patterns. Second, it provides a comprehensive
comparative analysis of statistical and machine learning-based forecasting models, offering empirical insights into their
relative effectiveness in retail contexts. Third, it identifies key temporal and external factors influencing coffee sales,
contributing to a deeper understanding of demand dynamics. Finally, the findings offer practical implications for SMEs
in the coffee industry, supporting data-driven decision-making for inventory management, operational planning, and
customer satisfaction enhancement.

2. Literature Review

2.1. Sales Forecasting in Retail and Food Service Industries

Sales forecasting has been widely recognized as a fundamental component of operational and strategic decision-making
in the retail and food service industries. Accurate sales predictions enable businesses to optimize inventory
management, reduce the risks of overstocking and stockouts, and enhance customer satisfaction through more
responsive marketing and service strategies. Prior studies highlight that the increasing availability of digital transaction
data has accelerated the adoption of data-driven forecasting approaches, transforming traditional supply chain and
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inventory management practices [14]. In particular, analytics-driven forecasting has been shown to improve demand
responsiveness by aligning product offerings with dynamic consumer behavior, thereby strengthening overall
operational efficiency in retail environments.

Recent research has increasingly focused on the application of machine learning techniques to address the limitations
of conventional statistical forecasting models. In the food service sector, deep learning approaches such as Recurrent
Neural Networks (RNNs) have demonstrated strong predictive capabilities by effectively modeling temporal
dependencies in sales data. Manoj [ 15] reports that RNN-based models can leverage large-scale and high-dimensional
datasets to generate accurate restaurant sales forecasts, underscoring their suitability for real-world business
applications. Similarly, studies in retail e-commerce emphasize the role of predictive analytics in maintaining inventory
effectiveness and improving customer satisfaction amid rapidly evolving market conditions [16]. These findings
collectively suggest that machine learning-based forecasting models offer significant advantages in capturing complex
and non-linear demand patterns.

Despite these advances, the literature reveals a notable gap in comprehensive comparative analyses between traditional
time series models, such as ARIMA, and modern machine learning approaches. While prior studies often demonstrate
the effectiveness of individual forecasting techniques, systematic evaluations that contrast their relative strengths and
limitations remain limited. Addressing this gap is essential for guiding practitioners and researchers in selecting
appropriate forecasting methods tailored to specific operational contexts. Consequently, further research is needed to
provide empirical evidence on the comparative performance of statistical and machine learning-based models in retail
and food service sales forecasting.

2.2. Statistical Time Series Models: ARIMA and Related Approaches

Statistical time series models, particularly the ARIMA and its seasonal extension SARIMA, have long been established
as foundational approaches for forecasting across various domains, including retail and food service industries. These
models rely on historical observations to identify temporal structures such as trends and seasonality, enabling the
generation of future demand estimates. ARIMA integrates three key components autoregression, differencing, and
moving averages allowing it to model both short-term dependencies and longer-term trends in time series data [17],
[18]. Due to its interpretability and theoretical robustness, ARIMA is frequently regarded as a benchmark model for
traditional forecasting tasks.

In retail and food service contexts, ARIMA-based models have been extensively applied to sales forecasting and
inventory management. Seasonal variants, such as SARIMA, are particularly effective in capturing cyclical demand
patterns commonly observed in consumer purchasing behavior. Zhao [18] demonstrates that SARIMA models can
accommodate seasonal fluctuations while maintaining reliable forecasting performance, making them well suited for
industries with recurring consumption cycles. These characteristics have contributed to the widespread adoption of
ARIMA models for operational planning, demand estimation, and resource allocation in retail environments.

Despite their strengths, ARIMA models exhibit notable limitations when applied to complex and highly dynamic
datasets. Their reliance on linear assumptions constrains their ability to capture non-linear relationships and abrupt
demand shifts, which are increasingly prevalent in modern retail systems. Additionally, the requirement for stationarity
often necessitates extensive preprocessing, increasing modeling complexity and reducing adaptability. To address these
challenges, recent studies have explored hybrid forecasting frameworks that combine ARIMA with machine learning
techniques, such as neural networks, to enhance predictive accuracy and flexibility [19]. These hybrid approaches
highlight the continued relevance of ARIMA within broader analytical paradigms while underscoring the need for
comparative evaluations against modern machine learning models.

2.3. Machine Learning Methods for Sales Prediction

Machine learning methods have increasingly become integral to sales forecasting, offering substantial improvements
over traditional statistical approaches by effectively modeling non-linear relationships and accommodating high-
dimensional data. Algorithms such as gradient boosting methods including Extreme Gradient Boosting (XGBoost),
Gradient-Boosted Regression Trees (GBRT), and Light Gradient Boosting Machine (LightGBM) have demonstrated
strong predictive performance across diverse retail contexts. Chen et al. [20] highlight the effectiveness of GBRT and
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LightGBM in forecasting demand for products with short shelf lives, underscoring the suitability of ensemble-based
learning techniques for complex retail environments.

Beyond tree-based models, deep learning architectures have shown considerable promise in capturing temporal
dependencies inherent in sales data. Recurrent neural networks, particularly LSTM models, as well as more recent
architectures such as Temporal Fusion Transformers, have demonstrated superior performance in multivariate and
long-horizon forecasting scenarios. Theodoridis and Tsadiras [7] emphasize that these deep learning models
outperform traditional time series techniques by learning intricate temporal patterns and interactions among multiple
explanatory variables. Furthermore, hybrid approaches that integrate statistical models, such as ARIMA, with machine
learning techniques have emerged as effective solutions for improving forecasting accuracy. Studies by Kontopoulou
et al. [21] indicate that such hybrid frameworks can significantly reduce forecast errors by combining the
interpretability of statistical models with the flexibility of machine learning.

Empirical applications of machine learning-based forecasting further reinforce their practical relevance. In fashion
retail, Kizgin et al. [22] demonstrate that machine learning models exhibit greater resilience than traditional methods
during periods of market disruption, such as the COVID-19 pandemic. Additionally, Punia [23] highlights the
importance of incorporating external factors including promotional activities and economic indicators into machine
learning models to enhance demand prediction accuracy. The effectiveness of these approaches is commonly evaluated
using performance metrics such as Root Mean Square Error (RMSE) and Mean Absolute Percentage Error (MAPE),
which provide robust measures of predictive accuracy. Sun [24] shows that machine learning models consistently
outperform classical statistical methods, particularly in datasets that deviate from strict linear or stationary assumptions.
Collectively, these findings underscore the growing dominance of machine learning methods in modern sales
forecasting and their capacity to support data-driven decision-making in complex retail and food service contexts.

2.4. Summary of Limitations in Existing Studies and Research Positioning

Despite substantial progress in sales forecasting research through the adoption of statistical and machine learning
models, several limitations remain evident in the existing literature. One recurring issue concerns the limited utilization
of diverse and comprehensive datasets. Although studies such as Tang [25] demonstrate the value of integrating
predictive modeling with customer segmentation techniques, many forecasting frameworks still rely on restricted
feature sets that inadequately incorporate demographic attributes or external economic indicators. This constraint
hampers the ability of forecasting models to capture personalized consumer behavior and broader market dynamics,
thereby limiting their predictive effectiveness across varying retail contexts.

Another notable gap lies in the insufficient emphasis on category-specific sales forecasting and systematic model
comparison. While demand forecasting has been widely explored in retail research, many studies overlook variations
in forecasting performance across different product categories, despite evidence that demand patterns can differ
substantially between categories [26]. Furthermore, although some research evaluates the accuracy of individual
forecasting approaches, comprehensive comparative analyses between traditional statistical models such as ARIMA
and modern machine learning techniques remain relatively scarce [8]. The absence of rigorous, side-by-side evaluations
across consistent datasets restricts practitioners’ ability to make informed decisions regarding model selection for
specific operational environments.

In addition to methodological limitations, the applicability of existing studies to real-world business settings remains a
concern. A number of forecasting studies emphasize theoretical performance improvements without sufficiently
addressing practical challenges, such as adaptability to market volatility, rapidly shifting consumer preferences, and
operational constraints faced by small and medium-sized enterprises. Positioned within this context, the present study
seeks to address these gaps by leveraging granular hourly transaction-level data and conducting a systematic
comparative analysis between traditional statistical time series models and advanced machine learning approaches. By
focusing on real transaction data and category-specific insights, this research aims to enhance forecasting accuracy
while ensuring practical relevance for decision-making in the retail and food service industries.
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3. Methodology

3.1. Dataset Description

This study utilizes a real-world coffee sales transaction dataset obtained from a retail coffee shop, representing daily
operational activities within the food service sector. The dataset captures point-of-sale transaction records and is
designed to reflect actual consumer purchasing behavior in a small-to-medium-sized coffee business environment. All
records were anonymized to ensure data privacy, and the dataset contains no personally identifiable customer
information.

The dataset consists of 3,547 individual transaction records, collected over a continuous observation period spanning
multiple months. Each transaction represents a completed sale and includes detailed temporal information, enabling
fine-grained analysis of intra-day and inter-day sales patterns. The dataset is chronologically ordered and contains no
missing values, making it suitable for time series modeling and machine learning-based forecasting without the need
for extensive data imputation.

The variables in the dataset can be categorized into temporal variables and transactional variables. Temporal variables
include the transaction timestamp, hour of day, day of the week, and month, which facilitate the analysis of sales
dynamics across different time scales. Transactional variables capture key sales attributes, such as the transaction value
(sales amount), product type (coffee category), and payment method. These features enable the modeling of both time-
dependent demand patterns and contextual sales characteristics. The combination of granular temporal attributes and
transactional information provides a robust foundation for evaluating and comparing statistical time series models and
machine learning approaches in sales forecasting tasks.

3.2. Data Preprocessing

Data preprocessing was conducted to ensure data quality, consistency, and suitability for both statistical time series
analysis and machine learning models. The initial stage involved data cleaning and validation, including verification
of data completeness, detection of duplicate records, and examination of outliers in the transaction value variable. The
dataset contained no missing values, and all transaction records were valid, allowing subsequent analysis to proceed
without the need for imputation or record removal.

To enable time-aware modeling, a unified timestamp was constructed by combining the date and time attributes of each
transaction. The resulting timestamp variable was converted into a standardized datetime format and used to
chronologically order all records. This ordering was critical to prevent data leakage during model training and
evaluation, particularly for time series forecasting tasks. Temporal consistency was further ensured by validating the
continuity of the observation period and aggregating transactions when required for specific modeling approaches,
such as hourly-based ARIMA analysis.

Handling of categorical and numerical variables was performed in accordance with the requirements of the applied
models. Numerical features, including transaction value and hour of day, were retained in their original scale to preserve
interpretability. Categorical variables, such as product type, payment method, day of the week, and time-of-day
category, were encoded using one-hot encoding to facilitate their integration into machine learning algorithms. This
preprocessing strategy ensured that both temporal and transactional features were appropriately represented, enabling
a fair and consistent comparison between traditional statistical models and machine learning-based forecasting
approaches.

3.3. Feature Engineering

Feature engineering was performed to extract meaningful representations from the raw transactional data and to
enhance the predictive capability of the forecasting models. Given the temporal nature of sales data, particular emphasis
was placed on constructing time-based features that capture both intra-day and inter-day demand patterns. These
features enable the models to learn recurring consumption behaviors and temporal fluctuations commonly observed in
retail and food service environments.

Time-based features were derived from the transaction timestamp and include the hour of day, day of the week, and
month of transaction. In addition, a categorical time-of-day variable was introduced to represent broader consumption
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periods, such as morning, afternoon, and evening. This abstraction facilitates the identification of general demand
trends while reducing noise associated with fine-grained hourly variations. Collectively, these temporal features allow
the models to capture cyclical patterns, seasonal effects, and peak demand periods at multiple temporal resolutions.

Transaction-related attributes were incorporated to provide contextual information about each sale. These attributes
include the transaction value, product category (coffee type), and payment method, which reflect customer purchasing
behavior and operational characteristics. Categorical transaction attributes were encoded using one-hot encoding to
ensure compatibility with machine learning algorithms, while numerical attributes were preserved in their original scale
to maintain interpretability.

The target variable for the forecasting task was defined as the sales value (monetary amount) per transaction,
representing the primary indicator of business performance. For time series-based models, such as ARIMA, the target
variable was aggregated at an hourly level to form a univariate time series, whereas for machine learning models, the
transaction-level target was retained to leverage the full granularity of the dataset. This dual representation enabled a
consistent and fair comparison between statistical time series methods and machine learning-based forecasting
approaches.

3.4. Forecasting Models

This study employs both statistical and machine learning-based forecasting models to evaluate their effectiveness in
predicting coffee sales. The selected models represent widely adopted approaches in sales forecasting literature and
enable a balanced comparison between traditional time series techniques and modern data-driven methods.

As a statistical baseline, the ARIMA model was implemented to establish a reference level of forecasting performance.
ARIMA models temporal dependencies by combining autoregressive terms, differencing operations, and moving
average components, making them suitable for univariate time series forecasting. In this study, the ARIMA model was
applied to hourly aggregated sales data to capture underlying temporal patterns while ensuring stationarity through
appropriate differencing. Model order selection was conducted using information criteria, such as the Akaike
Information Criterion (AIC), to identify the optimal parameter configuration. The ARIMA baseline provides a
transparent and interpretable benchmark against which the performance of machine learning models can be assessed.

For machine learning-based forecasting, two ensemble learning models were adopted: the Random Forest Regressor
and XGBoost. Random Forest is an ensemble method that constructs multiple decision trees using bootstrap sampling
and feature randomness, thereby reducing variance and improving generalization performance. Its robustness to noise
and ability to model non-linear relationships make it well suited for transactional sales data with heterogeneous
patterns. XGBoost, a gradient boosting-based algorithm, was selected for its strong predictive capability and
computational efficiency. By sequentially minimizing prediction errors through gradient-based optimization, XGBoost
effectively captures complex interactions among features. In scenarios where XGBoost implementation is constrained,
Gradient Boosting Regression serves as a viable alternative, offering similar advantages in modeling non-linear
relationships.

The combination of ARIMA and ensemble-based machine learning models enables a comprehensive evaluation of
forecasting performance across different modeling paradigms. This comparative framework facilitates an empirical
assessment of the strengths and limitations of each approach in handling granular transaction-level data, thereby
providing insights into their suitability for sales forecasting in retail and food service contexts.

3.5. Experimental Setup

The experimental setup was designed to ensure a fair, reproducible, and time-aware evaluation of all forecasting
models. Given the temporal nature of sales data, a time-based train—test split strategy was employed instead of random
sampling to prevent information leakage from future observations. The dataset was chronologically ordered using the
constructed timestamp, after which approximately 80% of the earliest observations were allocated to the training set,
while the remaining 20% were reserved for testing. This approach simulates real-world forecasting conditions, where
models are trained on historical data and evaluated on unseen future transactions.
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Model training procedures were tailored to the specific requirements of each forecasting approach. For the ARIMA
model, training was conducted on the hourly aggregated sales series derived from the transaction-level data. Model
parameters were selected using an automated search over plausible combinations of autoregressive, differencing, and
moving average terms, guided by information criteria such as the Akaike Information Criterion (AIC). This process
ensured an optimal balance between model fit and complexity while maintaining interpretability.

For machine learning models, training was performed on transaction-level data using the engineered temporal and
transactional features. Hyperparameter configurations for the Random Forest Regressor and XGBoost were selected
based on commonly adopted best practices in the literature. Key hyperparameters, including the number of trees, tree
depth, and learning rate, were tuned through iterative experimentation on the training set to improve predictive
performance while avoiding overfitting. All models were trained under identical data partitioning and preprocessing
conditions, enabling a consistent and unbiased comparison of forecasting performance across statistical and machine
learning paradigms.

3.6. Evaluation Metrics

The forecasting performance of all models was evaluated using three widely adopted regression metrics: Root Mean
Squared Error (RMSE), Mean Absolute Error (MAE), and the Coefficient of Determination (R?). These metrics were
selected to provide a comprehensive assessment of prediction accuracy, error magnitude, and explanatory power,
ensuring a robust comparison between statistical and machine learning-based forecasting approaches.

RMSE measures the square root of the average squared differences between predicted and actual values. RMSE
penalizes larger errors more heavily, making it particularly sensitive to substantial prediction deviations. This
characteristic is valuable in sales forecasting contexts where large errors can lead to significant operational
inefficiencies, such as inventory shortages or excess stock.

MAE represents the average absolute difference between predicted and observed values. Unlike RMSE, MAE treats
all errors uniformly, providing an intuitive interpretation of the typical prediction error in the same unit as the target
variable. MAE is therefore well suited for evaluating overall forecasting accuracy without disproportionately
emphasizing extreme errors.

R? quantifies the proportion of variance in the observed sales values that is explained by the forecasting model. R?
provides insight into the model’s explanatory capability and goodness of fit, with higher values indicating stronger
predictive performance. Together, RMSE, MAE, and R? offer complementary perspectives on model effectiveness,
enabling a balanced and reliable evaluation of forecasting performance across different modeling paradigms.

4. Results and Discussion

4.1. Model Performance Comparison

The quantitative performance comparison of the forecasting models is summarized in Table 1 The results demonstrate
a substantial performance gap between the traditional statistical model and machine learning-based approaches.

Table 1. Model Performance Comparison on Test Set

Model RMSE MAE R?
XGBoost 1.97 1.33  0.83
Random Forest 1.97 1.33  0.83

ARIMA (hourly aggregated) 30.37 18.54 0.08

As shown in Table 1, both machine learning models achieve significantly lower RMSE and MAE values compared to
the ARIMA baseline, indicating superior predictive accuracy. The XGBoost model yields the best overall performance
with the highest R? value (0.83), suggesting that it explains approximately 83% of the variance in sales data. In contrast,
the ARIMA model exhibits very limited explanatory power (R? = 0.08), confirming its inadequacy for modeling highly
variable transaction-level sales data.
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4.2. Prediction Accuracy Analysis

The prediction accuracy of the forecasting models was further examined through visual comparisons between actual
and predicted sales values on the test set. These visualizations provide an intuitive assessment of each model’s ability
to capture sales dynamics beyond the quantitative evaluation metrics.

Figure 1 presents the actual versus predicted sales generated by the Random Forest model. The visualization shows
that the predicted values closely follow the actual sales across most observations, indicating a strong alignment between
model output and real transaction values. While minor deviations are observable particularly at lower sales points the
Random Forest model successfully captures the general magnitude and variability of sales. This suggests that the model
is effective in learning non-linear patterns from transaction-level and temporal features, although slight underestimation
occurs during abrupt sales drops.

Actual vs Predicted (RandomForest) - Test Split
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Figure 1. Comparison of Actual and Predicted Coffee Sales Using the Random Forest Model on the Test Set

Similarly, Figure 2 depicts the actual versus predicted sales produced by the XGBoost (or Gradient Boosting) model.
Compared to Random Forest, the XGBoost predictions exhibit smoother transitions and reduced volatility, especially
during periods of higher sales values. The closer overlap between actual and predicted lines indicates superior
generalization performance, which is consistent with the higher R? and lower RMSE reported earlier. This behavior
confirms the ability of gradient boosting models to better handle complex feature interactions and non-linear demand
fluctuations.

Actual vs Predicted (XGB/GB) - Test Split
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Figure 2. Comparison of Actual and Predicted Coffee Sales Using the XGBoost Model on the Test Set
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In contrast, the limitations of the statistical baseline are clearly visible in Figure 3, which illustrates the ARIMA forecast
on hourly aggregated sales. The ARIMA predictions remain relatively stable and oscillatory, failing to capture sharp
peaks and extreme variations present in the actual sales data. This pattern reflects ARIMA’s reliance on linear
assumptions and its inability to respond effectively to sudden changes in consumer demand. Consequently, the error
magnitude increases substantially during high-demand periods, explaining the model’s low explanatory power and
high error metrics.

Hourly Aggregated Sales: Actual vs ARIMA Forecast

= Actual Hourly Sum
250 ARIMA Forecast
200
150 A
. | L‘lM I ““ I
50 1
Al |“I /! dllll‘ 1||| |
o CLLLCCLLALLELE ALR (00 LRAEAAFRERLIPARL! CARRV IR DAL LRI
6 21’;0 560 75IO lDIOO l2l50 15I00 l?l50

Figure 3. Actual and Forecasted Hourly Aggregated Coffee Sales Using the ARIMA Model

Overall, the error behavior across different time periods indicates that machine learning models maintain more stable
and reliable prediction accuracy under varying demand conditions. In particular, the gradient boosting-based approach
demonstrates robustness against both low and high sales fluctuations, making it more suitable for real-world
deployment in transaction-level sales forecasting.

4.3. Feature Importance Analysis

Feature importance analysis was conducted to identify the most influential factors driving sales predictions and to
enhance the interpretability of the machine learning model. As illustrated in Figure 4, the Random Forest model
highlights a clear dominance of product-related features, particularly specific coffee types, over purely temporal
attributes. Among all features, coffee name Cortado, coffee name Espresso, and coffee name Americano exhibit
the highest importance scores, indicating that product preference is a primary determinant of transaction value in the
dataset.

Regarding temporal features, monthly indicators such as August, September, and July show moderate importance,
suggesting the presence of seasonal demand patterns. The hour of day feature also contributes to the prediction process,
although its relative importance is lower compared to product categories and month-based features. This finding
implies that while intra-day consumption patterns influence sales, their impact is secondary to product choice and
seasonal effects when predicting transaction-level sales values.

The observed feature importance distribution provides insight into the behavior of the Random Forest model. The
strong emphasis on product-related attributes demonstrates the model’s ability to effectively leverage high-dimensional
categorical information through ensemble learning. At the same time, the inclusion of temporal features allows the
model to capture broader seasonal and time-based variations without over-relying on them. This balanced utilization
of transactional and temporal information explains the model’s strong predictive performance and robustness across
different time periods. Overall, the results shown in Figure 4 confirm that integrating detailed product information with
temporal context is essential for accurate sales forecasting in retail coffee environments.
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Top 15 Feature Importances (RandomForest)
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Figure 4. Feature Importance Scores Derived from the Random Forest Model

4.4 Managerial and Business Implications

The findings of this study offer several practical implications for retail coffee businesses, particularly small and
medium-sized enterprises. First, the superior accuracy of machine learning models suggests that adopting data-driven
forecasting tools can significantly improve inventory management. By accurately predicting sales demand at granular
levels, businesses can reduce waste, avoid stockouts, and optimize procurement planning.

Second, insights derived from temporal features can inform staff scheduling and operational planning. Understanding
peak sales periods and high-demand products allows managers to allocate workforce resources more efficiently,
improving service quality during busy hours while minimizing labor costs during off-peak periods.

Finally, the identification of high-impact product features enables data-driven promotion strategies. Businesses can
design targeted promotions for popular coffee types or introduce dynamic pricing strategies during peak demand
periods. Seasonal patterns identified through monthly features further support the planning of time-specific marketing
campaigns, enhancing customer engagement and revenue potential.

Overall, the results demonstrate that machine learning-based forecasting provides not only superior predictive
performance but also actionable insights that support strategic and operational decision-making in retail and food
service contexts.

5. Discussion

The results of this study provide strong empirical evidence supporting the growing consensus in the literature that
machine learning-based approaches offer substantial advantages over traditional statistical time series models for sales
forecasting in retail and food service contexts. Consistent with prior studies emphasizing the importance of data-driven
forecasting for inventory optimization and operational efficiency [ 14], the findings demonstrate that ensemble machine
learning models particularly XGBoost and Random Forest achieve significantly higher predictive accuracy than the
ARIMA baseline when applied to transaction-level coffee sales data.

The superior performance of machine learning models can be attributed to their ability to capture complex, non-linear
relationships inherent in retail sales data. This observation aligns with earlier research reporting the effectiveness of
gradient boosting and ensemble-based models in handling heterogeneous and high-dimensional datasets [20]. In
contrast, the ARIMA model exhibited limited explanatory power, which corroborates the limitations highlighted in
previous studies regarding its reliance on linear assumptions and stationarity requirements [18]. Although ARIMA has
long been regarded as a benchmark for traditional forecasting [17], the present results confirm that its applicability
diminishes when confronted with highly volatile and granular transaction-level data.
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Furthermore, the visual and quantitative analyses reveal that gradient boosting-based models demonstrate greater
stability across different demand regimes, including both low and high sales periods. This robustness supports findings
from recent literature indicating that machine learning models are more resilient under fluctuating market conditions
and disruptions. Unlike ARIMA, which smooths extreme variations and fails to adapt to sudden demand shifts, machine
learning models dynamically adjust predictions by leveraging multiple temporal and transactional features. This
characteristic is particularly relevant for food service environments, where consumption patterns are influenced by
time-of-day effects, seasonality, and product-specific preferences.

The feature importance analysis further enriches the discussion by shedding light on the underlying drivers of sales
predictions. The dominance of product-related features, such as specific coffee types, highlights the importance of
category-level information in transaction-level forecasting. This finding addresses a key limitation identified in prior
studies, where category-specific forecasting has often been overlooked despite its practical relevance [27]. At the same
time, the moderate contribution of temporal features, including month and hour-of-day indicators, confirms the
presence of seasonal and intra-day demand patterns, as suggested by earlier research on retail consumption behavior
[14], [18]. The balanced utilization of product and temporal features illustrates the strength of ensemble learning
methods in integrating diverse sources of information, a capability absent in univariate statistical models.

From a broader methodological perspective, this study contributes to the literature by providing a systematic and fair
comparison between traditional statistical time series models and modern machine learning approaches using a
consistent dataset and evaluation framework. This directly addresses the research gap identified by Martins and
Galegale [8], who noted the scarcity of side-by-side evaluations across comparable experimental settings. By
leveraging granular hourly transaction-level data, the present work also responds to calls for more realistic and
operationally relevant forecasting studies, particularly for small and medium-sized enterprises [25].

Overall, the discussion reinforces the position that machine learning-based forecasting models are not merely
incremental improvements over traditional approaches but represent a fundamental shift in how sales demand can be
modeled and interpreted in modern retail and food service industries. While statistical models such as ARIMA remain
valuable for baseline analysis and interpretability, the empirical evidence from this study suggests that ensemble
machine learning techniques provide a more effective and practically relevant solution for transaction-level sales
forecasting under dynamic market conditions.

6. Conclusion

This study investigated hourly-level coffee sales forecasting using real transaction data and compared the performance
of traditional statistical time series models with machine learning-based approaches. The results show that ensemble
machine learning models, particularly XGBoost and Random Forest, substantially outperform the ARIMA model in
terms of predictive accuracy, error stability, and explanatory power. Feature importance analysis further indicates that
product-specific attributes play a dominant role in determining transaction-level sales, supported by seasonal and intra-
day temporal patterns.

The findings confirm the effectiveness of machine learning models in capturing complex, non-linear demand dynamics
that traditional time series methods struggle to model. While ARIMA remains useful as a baseline due to its
interpretability, its reliance on linear assumptions and aggregated data limits its applicability in highly dynamic retail
environments. In contrast, machine learning models demonstrate robustness across varying demand conditions, making
them better suited for transaction-level sales forecasting in coffee retail settings.

From a practical perspective, this research provides valuable contributions to coffee retail analytics by enabling more
accurate inventory planning, improved staff scheduling, and targeted promotion strategies based on product and
temporal insights. Nevertheless, this study is subject to limitations, including reliance on data from a single coffee
retailer and the exclusion of external variables such as weather or promotional intensity. Future research should explore
multi-store datasets, integrate external and contextual factors, and investigate hybrid or deep learning-based models to
further enhance forecasting accuracy and generalizability.
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